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This talk will cover
how to build a
benchmark; defining
it, creating a
community, and
measuring its success
using a real world
example.



Azure Cosmos DB

A globally distributed, massively scalable, multi-model database service
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Overview

- What is a benchmark
- Defining a benchmark
- Building a community

- Measuring Success
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In , @ benchmark is the act of running
a ,

Benchmarks provide a method of comparing the
performance of various subsystems across
different chip/system architectures.
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WIKIPEDIA
The Free Encyclopedia



http://en.wikipedia.org/wiki/Computer_benchmark
http://en.wikipedia.org/wiki/Computing
http://en.wikipedia.org/wiki/Computer_program

Lies, Damn Lies, and
Benchmarks

What Does One Have To Do To Find
Performance Truth?

By Alexander Carlton
Hewlett-Packard
Cupertino, Calif.



http://www.spec.org/osg/news/articles/news9412/lies.html

A very brief history of
benchmarks...

Instruction level
Profiling Gibson

Mix, ADP Mix, vConsolidate - The
Process Control first virtualization
Mix TPC-C benchmark
¢ ¢ ¥
6 6 6
Computer Graphics HPL v1.0 - High- PerfKit
benchmarks are Performance Benchmarker is
mosty BitBlt, Line, Linpack born!
Ellipse, Box, and Benchmark for
Text Distributed-
Memory

Computers
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Why are you building a
new benchmark?

- Are there no other benchmarks
to use?

- What will be unique in your
benchmark?

- What are you trying to
demonstrate?

- What new value are you
adding?
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What are you building?

- Simple benchmark that runs in
minutes?

- Benchmark that requires a lot
of time and hardware?

- Representative customer
workload?

- Actual customer code?

Step 1: Setup

Step 2: Warm up

Step 3: Pre-execute

Step 4: Execute reRRIE-
Step 5: Post-Execute

Step 6: Cleanup

Step 7: Publish results




Where will it run?

J\ Azure

n &= AliCloud
openstack

amazon )

webservices™ .

Google Cloud Platform




How will it be
built?

- Will it run everywhere?
- Focusing on ease of use?

- Looking for extensibility?




How will it be built?

Network
Storage
Memory
CPU
[Graphics]

No SQL
Memcache
Hadoop [Sort]

Boundary+Cluster
network ops

Start / Stop VM +
Cluster

Snapshot a
workload

Provision a disk
Query status

The Metrics

Throughput
Latency

Overhead (CPI +
Power
Consumption)

Cost!




Latency Numbers Every Prog Should Know

2018
[ ] ins [ ] Main memory reference: 100ns Send 2,000 bytes over Read 1,000,000 bytes
commodity network: 88ns sequentially from SSD:
78,000ns = 78us
[ ] L1 cache reference: 1ns mmmmmmmmmm  1,000ns = 1us - SSD random read: 16,000ns &
16pus LL L] Disk seek: 3,000,000ns =~ 3ms
Ll Branch mispredict: 3ns EBESEBERER Compress 1KB wth Zippy:
2,000ns = 2us ] Read 1,900,000 bytes ) - Read 1,000,000 bytes
sequentially from: memory: sequentially from disk:
Lol Ll L2 cache reference: 4ns 5,000ns = 5us q v '

10,000ns = 10us = ™ 1,000,000ns = 1ms
Round trip in same datacenter:

nn s
BEEEEEF Mutex lock/unlock: 17ns 500,000ns = 500us

Packet roundtrip CA to
Netherlands: 150,000,000ns =

150ms

100ns = m
1,000,000ns = 1ms = ™




How will it be built?

Abstraction

[E3 Logic Execution Flow - Start at Any Stage
Configuration Provisioning Execution Teardown Publish
Benchmark cfg. file Provision Ubload
+ Provisioning Workflow Prepare TeardownWorkflow ptoa
: o Reporting
Cmd line flags (thd: optimize)
Benchmark Spec al Run
(doc based) ganup
| Parse & Store |
Software Modules
Configuration Resolution Provisioning Execution Publishing
Defaults Provider Assets Runtime Services Benchmark Flow Formatting
. ‘ Remote
— g Virtual Machines Commands Prepare JSON
Config File 2
o Network Remote Copy Run Text
Config File g
Overrides o ‘ Package .
Firewall e Cleanup BigQuery
Cmd. Line Flags
N Storage (disks) Utility Functions Error Handling
Benchmark Spec Package Manager Instrumentation TBD: Optimizer TBD: Scoreing
Static (tar) Files dstat Provider Segments HPC &
Extensions Finance
e collectd ingli
Install/Remove Groupinglike 10,
Image/OS Network,CPU,
Memory




When?

Is your product complete?

Is the market ready?

Do you have the people to
support it?

Do you have partners lined-up?

What is the launch vehicle?




Community Firsts Since Launch

(Googlers can’t claim these :) )

e L. - ® o & 0 o o

First change to a benchmark
First Bug

- ‘rst pull request

i rst change to a benchmark set
First new benchmark

Fi-st. new provider

E sti ¥ _package (image)
Fi...a idemic paper to use PKB

First vonference talk mentions PKB

Rackspace - meteorfox
Tata - ksasi
<self> - yshalabi
Intel - hungvelo
MIT - hkasture
Intel - Kivio

CloudHarmony - Jason Reed
UNCLAIMED?
EPFL EcoCloud - Babak Falsafi




How do you build a community?

Find the right
platform for
engagement.

Start small - Get
one partner.

Get a prototype in
place.

Do tech talks to get
buy in on the ideas
-before- its
complete.

Tell the community
what problems are
still be solved.

Layout some
challenges.




PerfKit Benchmark Partners in 2015

Academia Cloud Providers Industry

- Stanford - RedHat - Tradeworx
- MIT - Rackspace - CloudSpectator
- EPFL - Qualcomm - CloudHarmony
- Berkeley - Microsoft

- Mellanox

- Google

- Intel

- Canonical

- Cisco

- CenturyLink

- Broadcom

- ARM




Community Firsts Since Launch

(Googlers can’t claim these :) )

First change to a benchmark

First Bug -

First pull request -
First change to a benchmark set -

First new benchmark -

First new provider -

First new package (image) -

First academic paper to use PKB
First conference talk mentions PKB -

Rackspace - meteorfox
Tata - ksasi
<self> - yshalabi
Intel - hungvelo
MIT - hkasture
Intel - Kivio
CloudHarmony - Jason Reed
UNCLAIMED?

EPFL EcoCloud - Babak Falsafi
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Measuring
Success



Success metrics

- Likes / Stars
- Shares

- Forks

- Pull requests
- Downloads
- New posts

- Community contributions
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Benchmark Success Metrics
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Bio

Anthony F. Voellm is currently a Principal Leader in Azure Cosmo DB
leading Performance and Security. Anthony has a wide range of
experience from kernel and database engines to graphics and
automated image and map extraction from satellite images.
Anthony is an avid inventor with 7 technology patents issued. In his
current role at Microsoft he is building a planetary scale database.
Prior to joining Microsoft in May 2016, Anthony held roles at Google
leading the Cloud Performance Team and Security Teams, roles at
Microsoft leading the Microsoft Windows Reliability, Security, and
Privacy test team working on Windows8; Microsoft Hyper-V
Performance Team; and SQL Server Performance team. He has also
been a developer on the Windows Filesystem, SQL Server Engine,
SGI and IRIX networking teams. Anthony has taught performance
testing to over 2000 people worldwide and given dozens of
informative talks on software fundamentals. In addition to
computer interests his passions lie in growing engineers, building
things, and doing anything outdoors. Anthony holds a Master of
Science from George Washington University, BA in Physics and a BS
in Computer Science and Mathematics from the University of
Vermont.
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